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Executive Summary 
 

Since 1970’s, several U.S. Acts have mandated all local and state transportation agencies across 

the nation to perform regular inspections of the bridges (and culverts) in the regions under their 

jurisdiction. These inspections have generated valuable historical databases of bridge 

performance data, which have remained considerably underutilized to date. In this project, with 

the advent of machine learning and data mining methods, we envisioned data-driven solutions 

that could derive valuable hidden knowledge from these databases, the knowledge that could be 

effectively utilized for enhanced bridge management. Toward this end,  with this study we have 

developed advanced data-driven artificial intelligence (AI) models (namely, deep learning 

models) that can leverage the existing historical bridge (and culvert) performance data, as well as 

weather data and traffic data, to enable (1) accurate bridge deterioration forecasting (i.e., 

predictive analytics), and (2) effective bridge family generation or bridge subtyping (i.e., 

descriptive analytics). With extensive experimental evaluation using multi-modal real datasets 

including bridge performance data, traffic data and weather data for all bridges in Colorado, we 

have demonstrated that a selection of our proposed models significantly outperform existing 

models for the aforementioned two problems, respectively. 

Bridge engineers in governmental transportation agencies need to regularly forecast 

deterioration condition of the bridges (and bridge families) under their supervision in order to 

develop bridge maintenance plans, and even more importantly, identify anomalous bridge 

deterioration that can result in bridge accidents. Accordingly, we have turned the deep learning 

models developed under this project into a software tool that can facilitate effective bridge 

management for Colorado Department of Transportation (CDOT) bridge engineers. Unlike 

existing bridge management tools such as BrM (i.e., the AASHTO sponsored Bridge 

Management software) used by most of the bridge engineers across the nation, to the best of our 

knowledge our proposed tool is the first to make accurate deterioration forecasts/predictions 

based on historical data, in a similar way weather forecasts are generated. This tool is developed 

as a standalone, platform-independent and user-friendly software application. 
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Implementation Statement 

We have developed and delivered a tool for bridge deterioration forecasting and bridge 

family generation that can make accurate deterioration forecasts/predictions based on historical 

data. We have demonstrated accuracy of our proposed advanced data-driven AI models (namely, 

deep learning models) that enable this tool via extensive and rigorous experimental evaluation 

using multi-modal real datasets including bridge performance data, traffic data and weather data 

for all bridges in Colorado, and shown that a selection of our proposed models significantly 

outperform existing models for bridge deterioration forecasting and bridge family generation. 

Accordingly, we recommend adoption of the developed tool by bridge engineers in state 

and local transportation agencies to enable further accurate and enhanced bridge deterioration 

forecasting, which in turn can improve the ability of these agencies for more cost-effective and 

efficient bridge management and maintenance planning. 
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1. Introduction 
 

Bridges deteriorate with time and use. The deterioration process is affected by several 

factors, such as  materials, structural design and behavior, daily traffic, freeze and thaw cycles, 

climate, pollution, temperature variation [24-26]. After a certain period of time has elapsed, the 

deterioration processes accelerate and in a relatively short time interval the components can lose 

the capacity to carry the loads they were designed to support.  

To address this national issue, several US Acts [27]  mandate the state and local 

governmental agencies (including cities, state transportation agencies, etc.) to perform regular 

bridge inspections. These Acts define the requirements, periodicity, and procedures for such 

inspections in the US. Inspections are required to assess the extension, implications, and current 

state of deterioration processes that may exist, and they need to be performed at regular time 

intervals, typically 2 years. A bridge report is generated after each inspection. All bridge reports 

collect and offer specific data about health of the inspected bridge, including sufficiency rating, 

condition rating, structure identification, year built, average daily traffic, and average daily truck 

traffic. For example, condition ratings (aka condition indexes) are quantitative descriptors of the 

state of structure parts that can be used in the assessment for the structures maintenance [26, 27]. 

By associating a deteriorated state to a number, instead of using qualitative description of the 

state, much more flexibility can be achieved in monitoring groups of similar structures [28-33]. 

The adoption of condition ratings in the evaluation of structures allows consistency and 

uniformity, making it possible to compare structural performance, establish priorities, and also 

prevent failures and accidents.  

The aforementioned inspections across the nation, which have been conducted since 

1970’s (including our region), have generated valuable historic databases of bridge data based in 

local and state governmental agencies. While these agencies currently use these inspections to 

prevent failure and to administrate the national bridge network by setting priorities and 

establishing criteria to allocate available resources to the structures in most critical conditions, 

we believe these databases are heavily underutilized. In particular, with the advent of machine 

learning and data mining methods, we envision data-driven solutions that can derive much more 

valued hidden knowledge that can be utilized for enhanced bridge management.  
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While in the past, various data-driven deterioration models including Bayesian models, 

Probit model, and Markov chains are proposed in the literature to model bridge deterioration [24, 

25, 34-38], these models either suffer from low accuracy or are too complex to be applicable. 

Moreover, they only address the problem of deterioration forecasting. Recently deep learning is 

shown to significantly outperform other analytical modeling methodologies in a variety of 

application domains, such as computational biology, Electronic Health Record (EHR) data 

analysis, activity detection, scene labeling, image captioning, and object detection [39-47]. In the 

past, we have introduced and deployed various deep learning based models, e.g., for sleep stages 

classification using brain signals [48, 49], mobility monitoring [50, 51], and activity 

classification [52]. In this study, we propose to develop deep learning models for enhanced 

bridge management. In particular we focus on the two problems of bridge subtyping (descriptive 

analysis) and bridge deterioration forecasting (predictive analysis). Effective solutions for these 

problems will significantly enhance the state-of-the-art in bridge management.  

Below we further elaborate on our two focus research problems:  

1. Bridge Subtyping Tool for Descriptive Analysis: With this tool one can perform 

descriptive analysis of the bridges and their performance by (1) objectively categorizing 

bridges based on their quality and deterioration performance given static and dynamic 

features associated with each bridge per bridge inspection reports, (2) analyzing and 

determining the hidden links between bridge performance and bridge structural 

properties, utilization statistics, and environmental characteristics in each category, and 

finally (3) identifying the distinct features as well as characteristic behavioral and 

performance trends for bridges in each category. In turn, this knowledge can be 

effectively used not only to make more informed choices in maintenance and repair 

planning for existing bridges, but also to make better design choices in building new 

bridges. 

2. Bridge Deterioration Forecasting Tool for Predictive Analysis: With this tool one can 

perform predictive analysis of the bridges by accurate prediction of quantitative 

descriptors for the structure deterioration state (e.g., condition ratings). Accurate 

prediction of these descriptors are not only crucial in establishing maintenance priorities 
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and performing proactive bridge monitoring with optimized resource allocation, but also 

more importantly essential for failure prevention.   

Our proposed automated tools allow for enhanced bridge management by improving 

depth, accuracy, and efficiency/speed in descriptive and predictive analysis of the historic bridge 

data reported by bridge inspectors. In turn, this can lead into more effective resource allocation 

for bridge monitoring, maintenance, and construction.  

In the remaining of this report, first in Section 2 we will present the data sources used in 

this study along with the data preprocessing tools developed to prepare the raw data for data-

driven bridge deterioration forecasting modeling and bridge subtyping (aka bridge family 

generation) modeling. Thereafter, in Sections 3 and 4, we will define the problem in further 

detail, review the literature, present our proposed methods/models, and discuss our experimental 

evaluation of the proposed models for bridge deterioration forecasting and bridge family 

generation, respectively. Finally, in Section 5 we will conclude and briefly discuss future 

directions for this research. 
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2. Data Preparation 

The data used in this work comes in the form of 3 modes: (1) Bridge evaluation data, (2) 

Traffic data, and (3) Weather data. This section will detail the datasets used, features selected, as 

well as a categorization of different types of data. Figure 1 shows how these datasets are aligned 

using location data. 

2.1 National Bridge Inventory 
 

For the bridge evaluation and traffic data, we utilized publicly available data from the 

National Bridge Inventory (NBI) [20] database. This dataset contains national bridge 

inspection/evaluation data collected over the years 1992-current. We extracted the following 

features from this data which served as inputs into our model for each year’s worth of 

evaluations, the selected features are specified in Table 1, as well as a description of the color 

coding used to describe the nature of their data. 

The frequency of collection for the NBI dataset is on an annual basis. There are a total of 134 

different features available in the NBI dataset. Surveying domain experts was leveraged to 

intelligently select and trim down the total features for model training. This work had access to 

domain experts on our team as well as in the Colorado Department of Transportation, and thus, 

essential feedback was gathered there to best select relevant features. An emphasis on the 

importance of traffic statistics for predicting bridge structure deterioration was expressed by 

domain experts justifying the need for ADT and Traffic Lanes on. The features selected also 

contain the condition ratings of interest to be predicted (Deck Condition Rating, Superstructure 

Condition Rating, and Substructure Condition Rating). The prepared NBI dataset is available 

here: https://github.com/tobby-lie/public-cdot-report-

code/blob/main/final_outfile/NBI_Final.xlsx 

 

 

 

 

 

 

https://github.com/tobby-lie/public-cdot-report-code/blob/main/final_outfile/NBI_Final.xlsx
https://github.com/tobby-lie/public-cdot-report-code/blob/main/final_outfile/NBI_Final.xlsx
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Feature Description Data Type Source 

ADT Number that shows the average 
daily traffic volume of a bridge 
structure. 

Float NBI 

Traffic Lanes 
on 

Number of traffic lanes on a 
bridge structure. 

Integer NBI 

Deck 
Condition 
Rating 

Number describing the overall 
condition rating of the bridge 
deck. Number from 1 to 9. 

Integer NBI 

Superstructure 
Condition 
Rating 

Number describing the physical 
condition of all structural 
members. Number from 1 to 9. 

Integer NBI 

Substructure 
Condition 
Rating 

Number describing the physical 
condition of piers, abutments, 
piles, fenders, and footings. 
Number from 1 to 9. 

Integer NBI 

Culvert Rating Number describing the overall 
condition rating of the culvert. 
Number from 1 to 9. 

Integer NBI 

 

Table 1: Features Selected form NBI Dataset (Yellow Indicates Traffic Input Data, Blue 

Indicates Bridge Evaluation Input Data, And Green Indicates Bridge Evaluation Input/Output 

Data) 

 
 
2.2 National Oceanic and Atmospheric Administration 
 

For the weather data, we utilized another publicly available dataset from the National 

Oceanic and Atmospheric Administration’s (NOAA) online weather database, the dataset is the 

Normals Daily dataset [21]. This dataset contains daily precipitation and snow records over 

global land areas. The following features from this data specified in Table 2 were used. 

Feature Description Data Type  
Precipitation Daily precipitation in 

millimeters. 
Float NOAA 

Snowfall Daily snowfall in 
millimeters. 

Float NOAA 

Snow Depth Daily snow depth in 
millimeters 

Float NOAA 

 

Table 2: Features Selected from NOAA Dataset (Orange Indicates Weather Input Data) 
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Once again, domain experts were consulted to determine relevant features for the task of 

bridge deterioration forecasting. There was an emphasis on the importance of precipitation 

regarding predicting bridge deterioration forecasting. This is because protective epoxy coatings 

may be affected negatively when moisture is introduced to a bridge structure. In addition to this, 

there was also an importance in considering snowfall and snow depth since the freeze/thaw 

cycles of bridge structures contribute to how bridges may deteriorate as well as how maintenance 

strategies are scheduled. The prepared NOAA dataset is available here: https://github.com/tobby-

lie/public-cdot-report-code/blob/main/NOAA_final_outfile/NOAA_NBI_Final.xlsx  

 

https://github.com/tobby-lie/public-cdot-report-code/blob/main/NOAA_final_outfile/NOAA_NBI_Final.xlsx
https://github.com/tobby-lie/public-cdot-report-code/blob/main/NOAA_final_outfile/NOAA_NBI_Final.xlsx
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Figure 1: Illustration of NOAA and NBI Datasets Showing Coordinates used for Localization 

 

  

Latitude and Longitude 
coordinates provided for both 

NOAA and NBI data 

Latitude and Longitude 
for NBI data in the 
following format 
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3. Bridge Deterioration Forecasting 

3.1 Problem Definition  
 

The focus of this work revolves around effective multivariate time-series forecasting of 

bridge condition ratings over time with the utilization of physics guidance. Given a set of 

consecutive time steps t, each of which are multivariate with length m, we wish to predict N time 

steps forward into the future.  

The input for this problem can be represented as 𝑋𝑋 = �
𝑥𝑥11 𝑥𝑥12
⋮ ⋮

𝑥𝑥𝑚𝑚1 𝑥𝑥𝑚𝑚2

⋯
𝑥𝑥1𝑛𝑛
⋮

𝑥𝑥𝑚𝑚𝑚𝑚

�, where n is the 

total number of input time steps and m is the total number of variables for each time step. The 

variables that exist for each input (𝑥𝑥𝑖𝑖𝑖𝑖) consist of the condition ratings of interest as well as 

optional supplemental data. We wish to train a multivariate time-series forecasting model 𝑓𝑓𝜃𝜃 that 

can predict 1 multivariate time step forward into the future past n from the input, the prediction 

step being of length m. The variables for the output are the same as the variables for the input.  In 

addition to this, we would like to also condition our model using some form of physical 

grounding which is embedded into the model in some way. A sliding window technique can be 

applied to the prediction process to output more than one prediction step as shown in Figure 2. 

Also shown in this figure, the variables of interest from the output vector can be selected. 

The success of the methods is evaluated via root mean squared error (RMSE). RMSE is 

defined as �∑ (𝑥𝑥𝑖𝑖−𝑥𝑥�𝑖𝑖)2𝑁𝑁
𝑖𝑖=1

𝑁𝑁
 where 𝑥𝑥𝑖𝑖 is a ground truth value, 𝑥𝑥�𝑖𝑖 is a predicted value, N is the number 

of data points. The evaluation process measures the error in the produced outputs during 

evaluation of the test split of the data after model training. Each sample in the test split of the 

data is used to obtain an RMSE score for each individual rating, an average of RMSE scores is 

taken over all test split samples to obtain an aggregate RMSE measure, an example of this is 

shown in Figure 3 with a test split size of 2215 data samples, 21 total time steps, and 3 variables. 
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Figure 2: Illustration of Model Prediction Process 

 

 

Figure 3: RMSE Measurement Process 

To reiterate, we wish to train a multivariate time-series forecasting model 𝑓𝑓𝜃𝜃 such that it 

generates a single time step output with length m represents the number of variables in the output 

time step. This model is to be conditioned on input matrix X where its dimensions are n and m 

where n is the total number of input time steps and m is the number of variables in each time 

step. This model also needs to be conditioned using some form of physical grounding via the 

physics-guided neural network approaches. The success of this model will be evaluated using 

RMSE as the metric. 

3.2 Literature Review 
 

In this section, we explore some relevant work pertaining to purely data-driven models 

for bridge asset management. The work concerning this subsection pertains primarily to the 

Model 

Model 

Model 
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prediction or forecasting of future ratings indicating the structural condition of bridge structures. 

Various models are touched upon in the work below and some of the work inspires some of the 

methods and approaches presented in this paper. 

Srikanth et al. provide a survey of different data-driven bridge deterioration models for 

deck condition rating forecasting, highlighting the advantages and limitations for each  [3]. 

Deterministic models assume that the tendency of bridge deterioration processes is certain, and 

therefore, regression analysis is applicable for deterioration forecast. On the one hand, these 

models are simple and practical, and on the other hand they have limited accuracy as they 

neglect uncertainty due to inherent stochastic nature of infrastructure deterioration, while also 

computationally expensive to update. In contrast, stochastic models consider the bridge 

deterioration process as one or more random variables. These models are able to capture 

uncertainty, are compatible with existing qualitative/discrete bridge condition rating systems, and 

are simple and practical. However, such models cannot be used to assess the reliability of a 

structure in terms of strengths and stresses. Finally, mechanistic models have the capability to 

relate a qualitative measurement of condition state to the quantitative physical parameters of the 

bridge such as material properties, stress condition, and structural behavior. These models are 

suitable for project level analysis and they provide reliability based quantitative deterioration 

prediction for bridge elements. On the down side, mechanistic models require considerable 

amount of data which can be costly, and they cannot be directly integrated into a bridge 

management system due to the high cost of data collection. Artificial intelligence-based models 

utilize neural networks to predict the deterioration of concrete decks based on inspection records 

(most relevant to our work). An advantage of these models is that they can generate missing 

condition state data to fill in gaps due to irregular inspections. A limitation to these models is that 

neural networks are just an approach to artificially generate missing data and requires 

complementary tools to utilize the generated information for modeling bridge deterioration. 

Liu et al. present a deep learning-based bridge condition data modeling approach which 

enables the prediction of future condition ratings of highway bridge components  [4]. The work 

in this paper utilizes a deep Convolutional Neural Network (CNN) model trained on historical 

bridge inspection data such as the record items in the National Bridge Inventory dataset (NBI). 

The bridge components monitored refer to three primary bridge components: deck, 

superstructure, and substructure. They performed a case study using bridges from Maryland and 
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Delaware, taking 24 features from the NBI dataset for the years of 1992-2017. Input into their 

CNN model consisted of a matrix where each row was an individual year’s worth of data, and 

each column represented a feature for each timestep. The outputs of their model were condition 

ratings for the immediate next timestep for bridge deck, superstructure, and substructure. After 

experimenting with the number of features and feature combinations in an automated way, they 

found that their model performed best when all 24 were utilized. 

Morcous compares artificial neural networks against case-based reasoning for the task of 

predicting future condition of bridge/bridge components  [5]. The objective of this comparison 

was to determine the pros and cons of the two approaches to guide transportation agencies in 

selecting which approach best suited their needs. Artificial neural network-based models were 

used in the following ways: (1) In a small-scale investigation where an artificial neural network 

was used to predict future conditions of bridge superstructures as a function of their age. (2) To 

predict sufficiency rating given several explanatory variables such as design type, material type, 

traffic volume, and age. (3) To predict the short-term future condition of pavement cracks given 

past condition ratings. Case-based reasoning models were used primarily to predict the future 

condition of bridge decks by reusing the recorded condition of other decks similar in physical 

features, environmental and operational conditions, and maintenance history. This work noted 

that the artificial neural network models are statistical and rely on generalized knowledge from a 

data distribution. This approach relies heavily on the quality of training data. On the other hand, 

case-based reasoning models are based on specialized knowledge, meaning that only input data 

that shares a high similarity to the data used to develop the model in the first place are viable for 

producing outputs. The author concludes that although case-based reasoning is very accurate, it 

is difficult to tune and set up and is not useful when examining new cases with data dissimilar to 

cases in its case library. On the other hand, the artificial neural network approach seemed less 

laborious but expanding and/or updating such a model requires more effort in its initial 

development. In addition, artificial neural networks require data to be transformed in some cases 

from symbolic to either binary or continuous, thus leading to loss of information. 

Tokdemir et al. study artificial neural networks and genetic algorithms for predicting 

bridge sufficiency ratings  [6]. Based on explanatory variables such as geometrical attributes, 

structure age, traffic volume, and structural attributes, artificial neural networks and genetic 

algorithms were used to predict sufficiency ratings. Ultimately, this work found that artificial 
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neural networks outperformed genetic algorithms when different models were constructed for 

different levels of sufficiency ratings and genetic algorithms outperformed artificial neural 

networks when using the entirety of the data. The main disadvantage of genetic algorithms, 

despite their success based on leveraging entire datasets, is that they have very long training 

times. They note that to alleviate the issue of long training times for genetic algorithms, it may 

be of some use to work with smaller datasets or benchmark genetic algorithms against only the 

best artificial neural network models in the interest of time if some comparison between models 

is necessary. 

3.3 Proposed Methods 
 

In this section, we will cover the modeling methods used or considered in the bridge 

deterioration forecasting solution. This will include the different models and categories of 

models that we explored for the problem of multi-variate time-series prediction. There are three 

categories of models that we explored: (1) Traditional regression-based models, (2) Baseline 

neural network models, and (3) Novel neural network models. The logic behind exploring these 

different categories was to find a true baseline (traditional regression-based), find a more 

complex class of models (baseline neural networks), and examine a class of models that would 

be more cutting edge even with respect to the more complex models (novel neural networks). In 

this section, the traditional regression-based models were found to be much less versatile, unable 

to obtain an aggregate understanding of many data samples while the neural networks added a 

layer of complexity which allowed for more versatility. 

3.3.1 Traditional Regression Models 
 
 In this subsection, we will cover the first and most baseline class of models utilized in 

this work. This class refers to traditional regression models which are simpler than the neural 

network architectures touched on in further chapters. 

 
3.3.1.1 Vector Autoregression 
 

Vector Autoregression (VAR) is a modeling method used for multivariate forecasting  

[7]. It is used when you have at least two time series or variables that have an influence on one 

another. Autoregressive refers to each variable in each time series being modeled based on its 

past values. In autoregressive models, each variable is modeled using a linear combination of its 
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lags (past observations). In VAR specifically, each variable is modeled using a linear 

combination of its own lags as well as lags of other variables. An autoregression model for a 

single variable looks like the following, where 𝛼𝛼 is the constant intercept, 𝛽𝛽𝑖𝑖 are the coefficients 

of the lags, p represents the number of lags taken from variable Y, and 𝜖𝜖 is an error term. 

𝑌𝑌𝑡𝑡 = 𝛼𝛼 + 𝛽𝛽1𝑌𝑌𝑡𝑡−1 + 𝛽𝛽2𝑌𝑌𝑡𝑡−2 + ⋯+ 𝛽𝛽𝑝𝑝𝑌𝑌𝑡𝑡−𝑝𝑝 + 𝜖𝜖𝑡𝑡 

(3.3.1.1.1) 

The equation (3.3.1.1.1) scales to multiple variables. For example, if you have two 

variables 𝑌𝑌1 and 𝑌𝑌2, to generate a forecast for 𝑌𝑌1, VAR leverages lags from 𝑌𝑌1 and 𝑌𝑌2. Similarly, 

to generate a forecast for 𝑌𝑌2, VAR leverages lags from 𝑌𝑌1 and 𝑌𝑌2. A simple system of equations 

to represent this is shown below, where p = 1. 

𝑌𝑌1,𝑡𝑡 = 𝛼𝛼1 + 𝛽𝛽11,1𝑌𝑌1,𝑡𝑡−1 + 𝛽𝛽12,1𝑌𝑌2,𝑡𝑡−1 + 𝜖𝜖1,𝑡𝑡 

𝑌𝑌2,𝑡𝑡 = 𝛼𝛼2 + 𝛽𝛽21,1𝑌𝑌1,𝑡𝑡−1 + 𝛽𝛽22,1𝑌𝑌2,𝑡𝑡−1 + 𝜖𝜖2,𝑡𝑡 

(3.3.1.1.2) 

3.3.1.2 Multiple Linear Regression 
 

Multiple linear regression is simply the extension of simple linear regression  [8]. It 

leverages multiple explanatory variables to forecast the outcome of one response variable. The 

simple linear regression general form equation is specified below, where y is the dependent 

variable, x is the independent variable, B is the slope, and A is the intercept. 

𝑦𝑦 = 𝐵𝐵𝐵𝐵 + 𝐴𝐴 

(3.3.1.2.1) 

There is only a slight difference between the simple linear regression equation and the 

multiple linear regression equation. The difference is that the equation for multiple linear 

regression considers multiple inputs rather than the single input in its univariate counterpart. The 

general form of multiple linear regression is shown below, where each subscript for 𝐵𝐵𝑖𝑖𝑥𝑥𝑖𝑖 

represents the separate independent variables taken into consideration. 

𝑦𝑦 = 𝐵𝐵1𝑥𝑥1 + 𝐵𝐵2𝑥𝑥2 + ⋯+ 𝐵𝐵𝑛𝑛𝑥𝑥𝑛𝑛 + 𝐴𝐴 

(3.3.1.2.2) 

3.3.2 Baseline Neural Networks 
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In this subsection, we will discuss baseline neural networks. This refers to the class of 

vanilla neural networks which are not modified in any way. The three primary categories of 

neural networks we will cover in this subsection can be grouped as feed-forward neural 

networks, convolutional neural networks, and recurrent neural networks.  

Before detailing the specific neural network model architectures, the neural network 

optimization operation will be covered since all the neural network models are optimized using 

the same strategy. The neural network models are optimized by tuning their weights, trained over 

many training epochs. At each training epoch, the model’s weights are optimized based on a loss 

function. To optimize the neural networks to best predict outputs based on the input data 

distribution, gradient descent is used to optimize model weights, which are the multiplicative 

factors of the weights in the feed-forward neural network (FFNN), the convolutional filters in the 

convolutional neural networks (CNN), and the weights in the hidden units of the recurrent neural 

networks (RNN). Each model weight is subject to the following at each training epoch (a 

subtraction of each weight via gradient descent, calculated by taking the negative gradient of the 

loss with respect to the model weights via backpropagation (chain-rule)  [9]). In 5.2.1, 𝜃𝜃 

represents the model weights, η is a learning rate, L is a loss function, and X are the model 

inputs. 

𝜃𝜃𝑛𝑛𝑛𝑛𝑤𝑤 = 𝜃𝜃𝑜𝑜𝑜𝑜𝑜𝑜 − η
𝜕𝜕𝜕𝜕(𝑋𝑋,𝜃𝜃)
𝜕𝜕𝜕𝜕

 

(3.3.2.1) 

3.3.2.1 Feed-Forward Neural Networks 
 
  The first type of baseline neural network used in this work is a simple feed-forward 

neural network  [10]. The feed-forward neural network is the simplest and most fundamental 

class of artificial neural networks, consisting of an input layer, a hidden layer, and an output 

layer. Data moves in one direction, from input to output, and the hidden nodes in between the 

input and output layers adjust their weights based on training data and backpropagation to 

minimize error produced from a loss function. The feed forward neural network can be defined 

as such. Using input X, and L hidden layers (number of intermediate layers in a feed-forward 

neural network), this results in the following equations relating input X to target 𝑦𝑦�.  

𝑧𝑧1 = 𝑊𝑊1
𝑇𝑇𝑋𝑋 + 𝑏𝑏1 
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𝑧𝑧𝑖𝑖 = 𝑊𝑊𝑖𝑖
𝑇𝑇𝑎𝑎𝑖𝑖−1 + 𝑏𝑏𝑖𝑖      ∀𝑖𝑖 = 2 𝑡𝑡𝑡𝑡 𝐿𝐿 

𝑎𝑎𝑖𝑖 = 𝑓𝑓(𝑧𝑧𝑖𝑖)     ∀𝑖𝑖 = 1 𝑡𝑡𝑡𝑡 𝐿𝐿 

𝑦𝑦� = 𝑊𝑊𝐿𝐿+1
𝑇𝑇 𝑎𝑎𝐿𝐿 + 𝑏𝑏𝐿𝐿+1 

(3.3.3.2.1) 

In 3.3.3.2.1, {(𝑊𝑊𝑖𝑖 , 𝑏𝑏𝑖𝑖)}1𝐿𝐿+1 represents the set of weights and biases across all hidden and 

output layers of the feed forward network. 𝑓𝑓 is the activation function used at the hidden layers 

which can be functions such as sigmoid or rectified linear unit (ReLU). For the problem of 

multivariate time series forecasting, this simple model unrolls the input matrix into a long vector. 

 

3.3.2.2 Convolutional Neural Networks 
 CNNs are a class of neural networks initially conceived and pushed forward with great 

success in the field of computer vision [10]. They were inspired by the connectivity of neurons in 

the human brain and how these connections work regarding the visual cortex. Via the application 

of convolutional filters, a CNN can do well in capturing spatial and temporal dependencies 

within data. CNN models are a special type of neural network used for processing data with a 

known grid-like technology  [10]. CNN models are typically used to analyze 1-D grid data such 

as time intervals and 2-D grid data such as images or pixel grids. CNNs utilize a mathematical 

operation called a convolution in at least one of its neural network layers which is a specialized 

linear operation. 

Convolutions make use of kernels or filters (smaller matrices fitting into the input matrix 

with numerical values in each cell) which scan across input matrices by a specified stride length 

to produce feature maps (by multiplying corresponding and overlapping cells for both the filter 

and input matrix, summing these products, thus creating a sum of a linear combination between 

the filter and input matrix for each cell in a feature map). We can think of our input data for our 

problem application like image data, which are essentially pixel grids. Rather than pixels, each 

grid cell in our data is a variable for a bridge structure at a specific time step. 

If we think of our data as a 2-D image, we utilize a 2-D kernel or filter to perform 

convolutions on our input samples. After convolution, feature maps are produced based on the 



   
 

16 
 

input image and a stack of filters, these feature maps are considered an embedding or 

understanding of the input matrix via the stack of filters. This is illustrated below in Figure 4. 

Many filters are utilized so that different embeddings can be formed for the input matrix. 

The multiplicative factors in the filter cells act as weights in a model that uses convolutions. 

Typically, the feature maps produced from the filters are then flattened into vectors and 

connected to a simple feed forward neural network which also consist of weights and can take 

the embeddings generated from the convolutional layers and form a prediction. 

 

Figure 4: Illustration of the Convolution Operation 

3.3.2.3 Recurrent Neural Networks 
 
  In this work, various types of RNNs were utilized. RNNs are a class of neural networks 

which have proven themselves to be useful for solving many sequence-based problems such as 

translation and text generation [10]. The reoccurring theme of all types of recurrent neural 

networks is that they consist of a hidden state which is shared across each step of a sequence. 

This hidden state act as the model’s memory as it retains information from previous states. The 

primary difference between different types of RNNs is the formulation of the hidden state. 
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Below, is the formulation of a vanilla RNN, where activation function can be any activation 

function such as tanh. In addition, there is a figure illustrating the formulation in action. In 

Figure 5, U, W, and V are weights of the network, xt is an input at time t, ht is a hidden state at 

time t, and ot is the output at time t. Note that RNNs can work for multivariate problems as the 

input and the weights corresponding to the input to the model interact via matrix multiplication. 

𝑎𝑎(𝑡𝑡) = 𝑏𝑏 + 𝑊𝑊ℎ(𝑡𝑡−1) + 𝑈𝑈𝑥𝑥(𝑡𝑡) 

ℎ(𝑡𝑡) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑎𝑎(𝑡𝑡)) 

𝑜𝑜(𝑡𝑡) = 𝑉𝑉ℎ(𝑡𝑡) 

(3.3.3.4.1) 

 

Figure 5: Illustration of RNN in Action 

 As mentioned previously, this work used different types of RNNs. The first type of RNN 

used was the Long Short-Term Memory (LSTM) architecture  [11]; see Figure 6. LSTM 

networks are themselves RNNs with a more advanced hidden state which can better capture 

long-term dependencies within sequences. Their hidden states consist of both a hidden and cell 

state where flow of data is controlled via gating mechanisms which helps relinquish the issue of 

vanishing/exploding gradients present in vanilla RNNs during training time. The formulation for 

the hidden state of an LSTM is shown below as well as an illustration of the hidden unit. 𝑖𝑖𝑡𝑡 

represents the input gate of an LSTM at time step t, 𝑓𝑓𝑡𝑡is the forget gate of an LSTM at time step 

t, 𝑙𝑙𝑡𝑡 is a set of candidate values to potentially be added to the hidden state, 𝑐𝑐𝑡𝑡 is the cell state 

vector at time step t, 𝑜𝑜𝑡𝑡 is the output gate of an LSTM at time step t, ℎ𝑡𝑡 is the hidden state output 

vector of an LSTM at time step t, and the W matrices are model weight specific to each gate.  
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𝑓𝑓𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑓𝑓 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑓𝑓) 

𝑖𝑖𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑖𝑖 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑖𝑖) 

𝑙𝑙𝑡𝑡 =  𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑙𝑙 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑙𝑙) 

𝑐𝑐𝑡𝑡 = 𝑓𝑓𝑡𝑡 ∙ 𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 ∙ 𝑙𝑙𝑡𝑡 

𝑜𝑜𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑜𝑜 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑜𝑜) 

ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ∙ tanh (𝑐𝑐𝑡𝑡) 

(3.3.3.4.1) 

 

Figure 6: LSTM Hidden State Unit  [11] 

Another RNN based architecture used in this work is a Gated Recurrent Unit (GRU) 

network  [11]; see Figure 7. This architecture is like LSTM networks in that they are RNNs with 

complex hidden state cells which have been similarly designed to handle long-term sequence 

dependencies better via gating mechanisms. The gates that are utilized in GRU networks are 

update and reset gates which determine which information should be carried forward at each 

time step. The formulation of the GRU hidden state as well as an illustration showing this is 

provided below. The GRU forms a new update gate by integrating the forget and input gates.  

𝑧𝑧𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑧𝑧 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡]) 

𝑟𝑟𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑟𝑟 ∙ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡]) 

ℎ�𝑡𝑡 = tanh(𝑊𝑊 ∙ [𝑟𝑟𝑡𝑡 ∗ ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡]) 

ℎ𝑡𝑡 = (1 − 𝑧𝑧𝑡𝑡) ∗ ℎ𝑡𝑡−1 + 𝑧𝑧𝑡𝑡 ∗ ℎ�𝑡𝑡 
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Figure 7: GRU Hidden State Unit  [11] 

 The final RNN based model used in this work is the Bidirectional LSTM (BiLSTM) 

network  [12]. This model combines two independent LSTM networks together to obtain both 

backward and forward information about a sequence at every time step. While using BiLSTM 

networks, the model will examine time series input both from past to future and from future to 

past. 

3.3.3 Novel Neural Networks  
 

In this subsection, we will discuss novel neural networks. This refers to the class of 

neural networks which are modified further than the baseline.  

3.3.3.1 Temporal Convolutional Network 
 
 The Temporal Convolutional Network (TCN) is a 1-D fully convolutional network which 

leverages causal and dilated convolutions to successfully obtain long term memory for time 

series data [13]. This network has proven to exhibit longer term memory than RNN based 

architectures while also offering the advantage of a more stable and efficient model. This 

architecture is entirely convolutional and can provide time series output for variable length 

inputs. The TCN uses a 1-D fully convolutional network architecture  [14] where each hidden 

layer is the same length as the input layer and zero padding of length (kernel size – 1) is added to 

keep subsequent layers the same length as prior layers. 

 Causal convolutions indicates that there can be no information leakage in the model from 

the future into the past. The TCN accomplishes this by ensuring that outputs at time t are 

convolved using only elements from time t and earlier. Zero padding is utilized to ensure that 
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elements at the very beginning of a sequence still have values to convolve over causally. In 

addition, dilated convolutions are used in the TCN. Dilation refers to expanding the receptive 

field of a convolution operation by some factor, effectively adding distance between elements of 

an input sequence utilized when computing entries of an output sequence. This allows the model 

to have an exponentially larger receptive field. Via a dilation factor, the receptive field of the 

TCN can be increased, this is illustrated in Figure 8. 

 The actual convolutional operation is shown in Figure 9 where a 1-D kernel is applied to 

a 1-D input. Note that this can be extended further to multivariate sequence forecasting as shown 

in Figure 10 by increasing the number of input channels and increasing the number of kernel 

input channels. 

 

Figure 8: Causal and Dilated Convolutions in TCN where d is the Dilation Factor  [13] 

 

Figure 9: Convolution Operation for TCN  [15] 
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Figure 10: Multivariate Convolution Operation for TCN 

3.3.3.2 Multi-Channel CNN 
 
 The Multi-Channel CNN is a novel CNN architecture formulated specifically with 

multivariate time series classification in mind  [16]. The intuition behind this model is that it 

takes as input a multivariate time series which has been separated into individual univariate 

sequences. Several individual CNNs of identical structure are then utilized to obtain a 

representation of each univariate time series. The final layers of this architecture consist of a 

concatenation of representation vectors followed by a few feed-forward layers which produce a 

classification or forecasting output. This architecture is illustrated in Figure 11. 

3.3.3.3 CNN + BiLSTM 
 
 The CNN + BiLSTM model is simply a CNN with a BiLSTM attached at the end of it. 

The reasoning behind this model architecture is to utilize the CNN to learn a better 

representation of the initial time series and then further use the BiLSTM to forecast on this new 

latent space. 
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Figure 11: Multi-Channel CNN Architecture  [16] 

 
3.4 Experimental Evaluation 
 

In this section we will go into experimental evaluation of the models specified above, 

how they were used in this specific problem, and how the added complexity when moving from 

traditional regression-based models to novel neural networks did indeed allow for better 

performance. 

We performed experiments using solely NBI data as well as NBI data supplemented with 

NOAA data. The experiments consisted of raw as well as normalized data for the purpose of 

training our models. A 60:40 train test split was utilized to evaluate the performance of our 

models with the root mean squared error (RMSE) metric. The normalization method used was 

min-max scaling. The models were conditioned on multi-variate time series data and forecasted 

future condition ratings for Deck, Substructure, and Superstructure. An RTX 2070 Super was 

leveraged as hardware acceleration to parallelize the training of our neural networks. Tensorflow 

2.5.0 was utilized to develop our models. 

RMSE was used to measure the error in the produced outputs during evaluation of the 

test split of the data after model training was complete. RMSE was measured for each individual 

condition rating outputted by the model. The individual RMSE values are calculated for all 
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samples in the test split then averaged to obtain an aggregate measure. The lower this value is, 

the better.  

Figure 12 is a plot of loss over time as we trained a TCN as an example to show how 

model training was monitored. We also provide an example of predictions overlayed on top of 

ground truth data points in Figure 13. 

 
Figure 12: Sample Training Plot for TCN Model. Blue Represents Training Loss Over Epochs 

and Orange Represents Validation Loss Over Epochs 

 
 

Figure 13: Sample Forecasting Plots for TCN Model. On the Left is Forecasting for the Last 

Time Step of Individual Bridge Time Series from Training Data and on the Right is Forecasting 

for the Last Time Step of Individual Bridge Time Series from Test Data 
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In the rest of this section, we present our experimental results. We begin by showing our results 

from the traditional regression-based models selected below (Tables 3 to 5).  

 

 
Table 3: RMSE Results for Vector Autoregression 

 

 
Table 4: RMSE Results for Multiple Regression 
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Table 5: RMSE Results for Double Exponential Smoothing 

 
Note that for the double exponential smoothing model, it is entirely univariate, so it can 

only forecast condition ratings solely on their history rather than take in additional information 

from other variables. In addition to this, all the traditional regression-based models can only 

obtain predictions for samples one at a time. This means that they are not able to obtain a 

comprehensive view of all samples at once to decide about predictions.  

In contrast, the neural network models can handle the multi-variate nature of the data as 

well as be trained on the entirety of the sample set to gain a more wholistic view of the data to 

make better informed and well-rounded decisions. Below, we display the results from the neural 

network models (Tables 6 and 7). 
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Table 6: RMSE Results for Neural Networks on NBI only 
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Table 7: RMSE Results for Neural Networks on NBI and NOAA data 

 
Based on the results for the models shown, the TCN and CNN models consistently 

perform the best compared to the other models. The case of the double exponential smoothing 

model having a lower RMSE than the other models is not representative of its performance since 

it is entirely univariate, and we are examining a multi-variate problem. The success of the CNN 

and TCN models can potentially be attributed to them being convolutional in nature and the 

input into these models is a matrix with dimensions dependent on the number of time steps as 

well as the number of variables. This matrix-like input into the models may allow them to derive 

a better understanding or embedding of the input data when compared against the other type of 

neural networks. It was expected that the neural networks would perform better than the 

traditional regression-based models as they provide an added complexity which proved to be 

crucial in improving performance. 
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To reiterate, as we had hoped for during our research phase, the CNN and TCN models 

outperformed our other methods. The TCN architecture captures a wider context of our time 

series with its use of dilated convolutions which was a key factor in its success. 

We believe our neural network models performed much better than the regression-based 

models as the neural network models were able to effectively capture a holistic view of the entire 

dataset, meaning, that they were optimized over all the separate bridge time series, thus 

providing a more informed model. In contrast, the regression-based approach required that an 

individual regression model be generated for each separate bridge time series and in the end the 

RMSE score for the regression-based models was derived by averaging out all the separate 

RMSE scores across each of the individual bridge time series models, this approach severely 

limits the amount of data each model can view, thus resulting in a poor overall understanding of 

the dataset with this method. Note that the neural network-based models can also be trained 

further if more data were to be collected while the regression-based approaches only can learn 

from a single time series at a time. 

 
3.5 Tool Description and Sample Results 
 

In addition to the modeling experiments and results for this work, an end-to-end system 

was also developed for bridge engineers to interface with to obtain forecasts for future years of 

condition ratings. In addition to this, the system also automates the process of retrieving and 

integrating new relevant data for the models to be retrained so that their inferences are more up 

to date. Figure 14 is a high-level view of the initial system design. 
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Figure 14: Bridge Management as a Service Software Tool Diagram 

There are several key components of the software system. The high-level interfacing 

modules exposed to the user in the product for bridge deterioration forecasting are kept as simple 

as possible for the user while still enabling features that empower a bridge engineer to make 

more informed decisions about bridge structures.  

The features for bridge deterioration forecasting can be split into two primary categories: 

(1) Forecasting and (2) Model retraining. 

For forecasting, this is simply the utilization of the highest performing model in the 

system to obtain a forecast for all bridge samples in the dataset for the next N years where N is 

determined by the system user. The models in the system are managed via MLFlow, meaning, 

the storage, organization, and utilization of specific models in the system are all automated via a 

MLFlow registry allowing for models to be pulled and used in an intelligent manner such that 

only models that are high performing are utilized. An inference through the system is as easy as 
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providing the number of years to predict and selecting a model trained on a specific dataset 

combination. This is illustrated Figure 15 below. 

 

 

Figure 15: System Interface for Forecast Inference 

The resulting output of the forecast inference is a .zip file containing an Excel file for 

each condition rating where each file contains predictions for each bridge sample in the dataset. 

The columns included in the output Excel files are, in order, Bridge ID, Condition Rating Type, 

Input Time Steps, and Prediction Time Steps.  This is illustrated in Figure 16 below. 

 

 
 

Figure 16: Example Output from System Forecast Enhanced using Color Schemes 
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For model retraining, there are many functions which are automated to enable bridge 

engineers to have models that are consistently updated based on newly available data, whether 

that be annual NBI or NOAA data. A user can select models to be retrained based on a dataset 

combination, the system will automatically scrape new data from the corresponding datasets, 

adapt them to the proper format, and integrate them into the system for the models to be retrained 

on. Again, MLFlow is used to track and maintain the best performing models for the given 

dataset combination. At the end of retraining, the best performing models will be persisted in the 

system to be used for inference in the forecasting module. There are also components in place 

that automate the process of preprocessing and integrating new data into the system. In addition, 

there is an option to train models on specific clusters of bridge samples which are generated from 

a different part of the system known as bridge family generation, which is covered in a following 

section. There is also a way for users to specify if they would like bridges to be trained on non-

repaired bridges only, meaning, all bridges that exhibit some sort of increase in condition rating 

at some point in the input data are removed for training. If a user would like to train their model 

using NOAA data, the data scraper requires a unique NOAA API token which can be obtained 

via a unique email on the NOAA website. The goal of the system is to ensure user convenience. 

The retrain module interface is shown in Figure 17 below. 

 

Figure 17: System Interface for Model Retraining 

 

As a final note, we again echo the sentiment that the goal of this work was not only to 

provide experimental results for the models we explored, but to also provide a tangible product. 

This product was developed with the intention of making it as easy as possible for bridge 



   
 

32 
 

engineers to obtain predictions. Again, the key focus of this line of work is to make decisions 

more intelligently about resource allocation for bridge assets. The hope is that this tool will 

enable bridge engineers to better inform their processes. Usage of the tool requires no prior 

knowledge on the software side and enables easy access to high performing models on relevant 

data to help make important decisions. 

 
  



   
 

33 
 

4. Bridge Family Generation (Subtyping) 

4.1 Problem Definition 
 

Bridge family generation (aka bridge subtyping or bridge performance clustering) is the 

process of grouping a set of bridges into subtypes, where within each subtype/subgroup, bridge 

performances are similar, while bridge performance across different subtypes/subgroups is 

largely different. Bridge subtyping has numerous applications, including the following two use-

cases. On the one hand, by subtyping bridges, bridge engineers can identify different 

performance behaviors observed in the set of bridges under their supervision, and focus on 

handling bridges with inferior performance. Moreover, they can study each subgroup separately 

to investigate the roots of their performance shortcomings. On the other hand, bridge engineers 

can apply bridge deterioration forecasting models (such as those presented in Section 3) to bridge 

subgroups (rather thank the entire set of bridges) for improved accuracy in forecast.  

For effective bridge subtyping, one needs to devise efficient solutions for (1) data 

preprocessing, (2) accurate time series data clustering, and finally, (3) effective interpretation of 

the subtypes to adjust the clustering model. In particular, we have developed and evaluated a 

variety of different clustering models, including a novel semi-supervised clustering model that 

outperforms other existing methods. 

 
4.2 Literature Review 
 

In this section, we will go over the literature review for Bridge Subtyping with a focus on 

Bridge Descriptive Analysis (Clustering). Chetti et al  [17] proposed an approach for producing 

clusters of bridges with similar features associated with sufficiency ratings over user-defined 

periods of time via correlation network modeling as well as Markov clustering. The bridges they 

applied this methodology for were steel bridges with stringer/multi-beam or girder designs. After 

they extracted the top five clusters based on a clustering coefficient, they performed two types of 

analysis: Analysis of bridge behavior with respect to sufficiency rating as well as analysis of the 

top five clusters with respect to input rating parameters. In the first analysis, they elected two 

bridges from the fifth cluster in their top five clusters to look at their behavior in terms of their 

overall sufficiency ratings. In the second analysis performed on the top five clusters, various 

input rating parameters of output ratings, such as sufficiency rating were considered for cluster 
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enrichment analysis. They compared the top 5 clusters’ average input ratings such as Deck 

rating, Superstructure Rating, Substructure Rating, Water Adequacy Rating, and Structural 

Condition Rating. They plotted distributions of ratings for each cluster and analyzed how 

enriched distributions of ratings were, regarding rating thresholds that deem a bridge as 

structurally deficient in order to get a sense of input ratings that directly correlated to low or high 

sufficiency ratings. By forming this correlation to specific input parameters, they concluded that 

experts could examine closely which ratings were causing a low sufficiency rating.  

Chang et al  [18] performed bridge clustering on massive datasets of bridges with the 

goal of executing systematic recognition of damage patterns on bridge elements. The primary 

objective of this research was to group bridges with similar characteristics so that damage 

patterns for bridge elements could be recognized precisely. To evaluate the validity of 

prestressed concrete I-shaped bridge clustering, damage pattern recognition on bridge elements 

for each cluster was investigated in two steps. Based on 12,980 inspection records, 5 clusters 

were formed. In the first step, the relative occurrence frequency of damage to the five target 

elements -- expansion joint, pavement, deck, girder, and cross beam -- based on the five clusters 

was visualized graphically. By performing this first step, the research team was able to 

quantitatively analyze the difference in the damage that occurred in conjunction with the bridge 

characteristics of each cluster derived from the clustering results. In the second step, the research 

team utilized logistic regression analysis to quantitatively investigate the effects of the five 

characteristics selected as bridge clustering features on the occurrence of element damage found 

in each cluster. 

 Diez et al  [19] presented an approach that combined feature extraction via a nearest 

neighbor-based outlier removal, followed by a clustering approach over both vibration events 

and joint representatives. Vibration signals triggered by vehicles passing on a bridge from 

different joints were classified so that damaged joints could be detected and located. Based on 

data the research team collected via fitting the Sydney Harbour Bridge with sensors, they were 

able to validate their clustering results by applying an iterative KNN (K Nearest Neighbors) 

based outlier, noisy signal removal, and a Fourier transform of resulting joint events. Then K-

means based clustering of both joint events and joint representatives was performed. Their 

clustering results indicated similarity between joints located in different bridge locations which 

helped to group joints with similar behavior.  
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Knight et al  [20] provided an analysis focused on identifying distinct and important 

subgroups of bridges. A representative sample of bridge structures from this method could be 

used for long-term monitoring to learn about the degradation processes and how these processes 

interact with different bridge structures, material types, and other variables associated with 

bridge performance. The mean values for each of the continuous variables utilized in the analysis 

of the clustering were provided in a table format. For example, the bridges identified in cluster 1 

had a mean age of 21.7 years and a mean average daily traffic (ADT) of 7.9 percent. They 

argued that many observations could be made by investigating results like the fact that clusters 1-

7 most likely contain only bridges that had not been reconstructed during their service lives 

whereas clusters 8-11 contained bridges that were and were not reconstructed during their 

service lives. These types of comparisons could help to show the differences between the 

different clusters and provide support for their practical significance. Similarly, the properties of 

indicator variables for each cluster were provided. The information in this context indicates the 

probability of a bridge having one of the two levels of each indicator. For example, all bridges 

included in cluster 1 had a design load other than DL2. Like the continuous data, much 

information could be obtained from this type of analysis concerning the properties of each 

cluster. This analysis showed how each cluster was related to a specific portion of the original 

sample and provided insight that was not evident from an initial visual inspection. 

 
4.3 Proposed Methods 
 

In this section, we present a number of clustering models we have developed and utilized 

to address the bridge subtyping problem. 

4.3.1 Time Series Learn  
Temporal data are ubiquitous in many application domains, such as medicine and 

robotics. Dealing with such data requires methods that take into account the high correlation 

between consecutive samples in a time series. Moreover, in many cases, one would like a time 

series approach to encode invariance to small time shifts, which once again implies using 

specific methodologies. Time Series Learn (or TS Learn for short) [21] is a Python package that 

offers a variety of classical models for clustering time series data, such as bridge performance 

data. In particular, we have utilized this package to evaluate performance of the following 

classical methods for time series clustering: KMeans model (including the variations of  K-
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Means with Euclidean distance measure (KMeans Euclidean), KMeans with Dynamic Time 

Warping (DTW) distance measure (KMeans DTW), KMeans with Soft Dynamic Time Warping 

(SoftDTW) distance measure (KMeans SoftDTW), and Kernel KMeans (Kernel K-Means)), and 

K-shape model. For more details about these models, we refer the reader to description of the TS 

Learn package [21]. The code that implements these methods is available here: 

https://github.com/tslearn-team/tslearn 

4.3.2 Deep Temporal Clustering (DTC) 
Deep Temporal Clustering (DTC)  [22] is a clustering model which naturally integrates 

dimensionality reduction and temporal clustering into a single end-to-end learning framework, 

fully unsupervised. The algorithm utilizes an autoencoder for temporal dimensionality reduction 

and a novel temporal clustering layer for cluster assignment. Then it jointly optimizes the 

clustering objective (using KMeans algorithm also mentioned above) and the dimensionality 

reduction objective. In particular, we have developed a number of variations of DTC based on 

the type of distance measure used for object clustering, namely: DTC-KMeans with Euclidean 

Distance (DTC-Kmeans-eucl), DTC-KMeans with Correlation Coefficient-based Distance (DTC-

Kmeans-cor), and DTC-KMeans with Complexity-Invariant Distance (DTC-Kmeans-cid). The 

code that implements these methods is available here: 

https://github.com/FlorentF9/DeepTemporalClustering 

4.3.3 COBRASTS  
COBRASTS  [23] is a semi-supervised time series clustering model. This novel 

technique requires user input to link and unlink the relationship between samples of time series 

data so that COBRASTS can identify clusters that are characterized by small local patterns. A 

small amount of semi-supervision can greatly improve clustering quality for time series; the 

choice of the clustering algorithm matters. It is possible to customize this clustering algorithm 

and similarity metric based on the dataset to optimize the clustering result. In particular, we have 

developed a number of COBRASTS customizations as follows: COBRASTS with KMeans and 

Euclidean Distance (COBRASTS-Kmeans-eucl), COBRASTS with KMeans and Euclidean 

Distance (COBRASTS-Kmeans-dtw), and COBRASTS with KMeans and Dynamic Time 

Warping Distance (COBRASTS-Kshapes). The code that implements these methods is available 

here:  

https://github.com/tslearn-team/tslearn
https://github.com/FlorentF9/DeepTemporalClustering
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https://github.com/ML-KULeuven/cobras 

4.3.1 Clustering by Semi-Supervised Learning (SSL)  
Semi-supervised Embedding for Scalable and Accurate [23] is our proposed semi-

supervised learning (SSL) clustering framework. This novel framework relied on scalable and 

accurate autoencoder-based semi-supervised learning for time series clustering in the embedded 

space. This model leverages a small subset of labeled examples to significantly improving the 

quality of the autoencoder's learned latent space for clustering. We have implemented a number 

of variations for our SSL based solution, with or without Autoencoder (AE) embedding, and in 

each case with a variety of distance measures. In particular the following variations of the SSL 

method are developed and evaluated: SSL with Protocol distance measure (SSL-proto), SSL with 

Database distance measure (SSL-db), SSL with Silhouette distance measure (SSL-silh), SSL 

without autoencoder without any distance measure (SSL-ae), SSL with autoencoder with 

Protocol distance measure (SSL-ae-proto), SSL with autoencoder with Database distance 

measure (SSL-ae-db), and SSL with autoencoder with Silhouette distance measure (SSL-ae-silh).  

The code that implements these methods is available here: 

https://github.com/nnbaokhang/Semi_Supervised_Embedding_for_Scalable_and_Accurate 

4.4 Experimental Evaluation 
 

We performed the experimentation using the NBI dataset presented in Section 2. 

Specifically, we used Sufficiency Rating, Deck Condition Rating, Super Structure Condition 

Rating, and Sub Structure Condition Rating for bridge performance family generation. We 

performed data preprocessing to convert these features to time-series data. To evaluate the 

performance of the proposed methods, we used the Silhouette Coefficient. As shown in Figure 

18, Silhouette Coefficient is calculated using the mean intra-cluster distance (a) and the mean 

nearest-cluster distance (b) for each sample. The Silhouette Coefficient for a sample is then 

computed as (b - a) / max(a, b). To clarify, here b is the distance between a sample and the 

nearest cluster that the sample is not a part of. The larger the silhouette coefficient, the better the 

quality of the generated subtypes (i.e., tighter clusters as well as more separation between 

clusters), with value 1 the highest value of the coefficient.  

 

https://github.com/ML-KULeuven/cobras
https://github.com/nnbaokhang/Semi_Supervised_Embedding_for_Scalable_and_Accurate
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Figure 18: Silhouette Coefficient for evaluation of subtyping methods  

 
Our evaluation results are shown below, in Tables 8-11, corresponding to the 4 

aforementioned features, respectively. As shown in the tables, in all cases, some variation of our 

proposal SSL method has the maximum silhouette coefficient and therefore, outperforms other 

existing methods for bridge family generation.  

 

 
 

Table 8: The Silhouette Loss Function Results for Normalized Sufficiency Rating 
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Table 9: The Silhouette Loss Function Results for Normalized Deck Condition Rating 

 

 
 

Table 10: The Silhouette Loss Function Results for Normalized Super Structure Condition 

Rating 
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Table 11: The Silhouette Loss Function Results for Normalized Super Structure Condition 

Rating 

 
4.5 Tool Description and Sample Results 
 

Figure 19 shows the procedure to use the bridge family generation tool to create bridge 
families.  

  



   
 

41 
 

 
Figure 19: Procedure to generate bridge families using the developed tool 
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Figure 20 illustrates a sample result generated by the tool given the bridge dataset 

described in Section 2. As shown in the figure, in this case the entire dataset is clustered into 4 

families showing a variety of performance patterns 

 

Figure 20: Sample result generated by the bridge family generation tool 
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5. Conclusions and Future Work 

In this study, we proposed, developed, and evaluated a series of data-driven deep learning 

models for bridge deterioration forecasting and bridge family generation (or bridge subtyping) to 

be used by bridge engineers for effective bridge management. With extensive experimental 

evaluation using multi-modal real datasets including bridge performance data, traffic data and 

weather data for all bridges in Colorado, we have demonstrated that a selection of our proposed 

models significantly outperform existing models for the aforementioned two problems, 

respectively. Moreover, we have developed a standalone software package that allows bridge 

engineers to use these superior models for bridge deterioration forecasting and bridge family 

generation. 

In the future, we plan to develop an end-to-end intelligent bridge management tool for 

bridge and culvert deterioration forecasting and anomaly detection to be used by CDOT bridge 

engineers as a tool for effective bridge management. This tool builds on and significantly 

extends our aforementioned work in this study in three ways: 1) integrating the deep learning 

models into a user-friendly software tool with graphical user interface and improved operational 

features to further enhance capabilities of the developed software package in this study, 2) 

developing enhanced physics-guided deep learning models that integrate traditional physics 

based bridge deterioration forecasting models with data-driven deep learning models for further 

improved performance in prediction of deterioration, and 3) introducing bridge performance 

anomaly detection as a new capability that allows for accurate prediction of bridge performance 

anomalies such as those that can lead to bridge failures/accidents. 
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